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What is Data Quality Monitoring (DQM)?

Abstract
The Data Quality Monitoring (DQM) of CMS is a key asset to deliver high-quality data for physics analysis and it is used both in the online and offline environment. The current paradigm of the quality
assessment is labor intensive and it is based on the scrutiny of a large number of histograms by detector experts comparing them with a reference. This project aims at applying recent progress in Machine
Learning techniques to the automation of the DQM scrutiny. In particular the use of convolutional neural networks to spot problems in the acquired data is presented with particular attention to semi-
supervised models (e.g. autoencoders) to define a classification strategy that doesn’t assume previous knowledge of failure modes. Real data from the hadron calorimeter of CMS are used to demonstrate the
effectiveness of the proposed approach.

Two kinds of workflows: 

Online DQM 

• Provides feedback of live data taking. 

• Alarms if something goes wrong.

Offline DQM

• After data taking

• Responsible for bookkeeping and certifying the final 
data with fine time granularity.

Unsupervised Learning Performance

Images used as inputs for ML algorithm (Barrel HCAL) and
Performance for Supervised Model

Challenges 

Objectives
• Apply recent progress in Machine Learning techniques

regarding automation of DQM scrutiny.

• To compare the performance of different ML
algorithms. To compare fully supervised vs semi-
supervised approach.

• Impact the current workflow, make it more efficient and
guarantee that the data is useful for physics analysis.

• Reduce manpower to discriminate good and bad data,
spot problems, save time examining hundreds of
histograms. By building intelligence to analyze data,
raise alarms, quick feedback.

Good Dead Hot

• We can use a Convolutional Neural Network to correctly identify what images fall within the 
acceptable range to classify as “good”.

• We are able to produce an Auto-Encoder that is able to differentiate images that deviate from 
a baseline image

• Currently, I am using this experience to design DQM using Machine Learning for CMS Silicon 
Tracker for Phase-2 Upgrade

Conclusion

Make sure detector behaves well to perform sensible data 
analysis.

Implementing the best architecture for neural networks

• Underfitting - Too simple and not able to learn 

• Overfitting - Too complex and learns very specific and/or unnecessary 
features

There is no rule of thumb for an ideal model . Many possible 
combinations.
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• We can see that the model has good performance when discriminating 
between image classes
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